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Abstract 

Neoliberal pressures have arguably increased education systems’ 

vulnerability to the disruptive impact of generative artificial intelligence 

(genAI) technologies. GenAI’s promise of ‘fast’ solutions and a surrogacy 

for the work of learners and teachers is both compatible with 

neoliberalism’s focus on increased ‘efficiency’ and ‘productivity’, and in 

its implications for the replacement of the human with the algorithm in 

educational interactions. As educational institutions at the K-12 and 

tertiary levels continue to struggle to articulate policies in response to the 

evolving situation around genAI use in education, this essay argues that 

such policies should take an essentially participatory and precautionary 

approach, both respecting educators’ professional judgement, and 

resisting the pressure to adopt a neoliberal vision of.  Instead, policy and 

pedagogical responses to genAI in education should articulate a ‘slow’ 

approach rooted in a ‘counterpublic’ that contests enthusiasm for genAI 

in education and its interaction with neoliberal governmentalities.  
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New and old pressures on education 

I write this as an educator with experience teaching at both the postsecondary 

(university, undergraduate and postgraduate) and secondary level, currently 

teaching in the area of eLearning (distance education courses in English and Social 

Sciences) at the secondary level. My Ph.d is in Education, and my dissertation and 

most published work relating to education has focused on issues of neoliberalism 

and education policy. The perspectives I explore here are rooted in my own 

research background as well as professional teaching experience. As all educators 

know, genAI tools have proliferated and become far more powerful and more 

commonly used by students (and also educators) in educational settings. 

Educational policy, mirroring broader society, has struggled to keep pace with the 

explosive development and implementation of genAI, along with its associated 

challenges. While genAI’s impacts on education and society have broadened, 

broader debates about AI have emerged, including stark fears about the future 

potential of general artificial intelligence (GAI, not to be confused with genAI).  

Founding experts in AI have issued warnings about GAI’s potentially catastrophic 

disruption of society along many lines when it arrives (Milmo, 2024). Though GAI 

is still potentially decades away, genAI has certainly had an arguably disruptive 

impact on education systems already stressed by neoliberalism, at all levels.  

Meanwhile, corporations continue to accelerate innovations and development the 

technology despite calls for restraint and non-existent regulation, driven by the 

predictable pursuit of profit and competitive positioning in the capitalist economy 

(eg. Microsoft’s involvement with open AI’s transition to for-profit status in the 

US, or rapid increases in Chinese AI investment).   

 

While most of the published research tracking the impacts and reception of genAI 

in education has focused on the postsecondary/tertiary level (Yusuf et al., 2024), 
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many of the trends and insights discernible in this literature offer cause for ongoing 

concerns around the direction of policy development with respect to student use of 

genAI at any level. In the stress of the current moment, it’s necessary to situate the 

disruptive pressures of genAI in education within the overall terrain of the 

contested politics of education, which requires us to be attentive to how genAI 

interacts with neoliberal discourses and priorities. It is useful to unpack these 

problematics from the standpoint of the idiosyncratic and quotidian level of 

everyday practice to begin with (Lewis, 2005), before considering their situation in 

the overall terrain of contested discourses for education. 

 

As reported by many researchers, genAI tools are frequently lauded and celebrated 

by many students and educators as tools which improve the ‘efficiency’ of their 

work, saving time and enhancing ‘productivity’ (Zhai et al., 2024, pp. 13,17; Yusuf 

et al., 2024, pp. 17, 23). There is a familiar echo of neoliberal governmentality 

(Peters, Besley & Olssen, 2009; Jones & Ball, 2023; Deuel, 2022) in this type of 

praise and enthusiasm for genAI, in its bland characterization of people as 

economic throughputs, of production factors in need of increased speed.  Setting 

this discursive context aside for the moment, it’s useful to understand the lived 

experience of the disruptive impact of genAI in the context of the everyday 

experience of teaching and learning. Any educator who is paying attention will tell 

you that genAI tools have become so increasingly powerful that their output as text 

transformers is not an accurate reflection of a student’s independent thinking or 

capabilities. Educators understand well that genAI text output is difficult to detect, 

and requires significant scrutiny to discern (Murray & Tersigni, 2024). While the 

accuracy and capability of ‘AI detectors’ has been roundly criticized, there are still 

certain hallmarks of text produced by genAI that experienced  educators can use to 

guide their professional judgement. Some advise that attempts to discern genAI 
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text and distinguish it from writing authored by an actual human being are futile. 

Such logic leads to an embrace of genAI tools due to their alleged inevitability, a 

situation one genAI-hospitable scholar describes as a new era of ‘post-plagiarism’ 

(Eaton, 2023), where educators should be less concerned with authentic, 

independent student work, as ‘co-creation’ between humans and machines is 

considered inevitable. This type of argument smacks of a type of fatalism and 

resignation, as fuel for a blindly permissive approach to technology acceptance 

which ignores the risks to students in dependence on genAI as a surrogate or 

substitute for independent thinking, writing and creating.  I will return to the 

ongoing scholarly documentation of these risks later on, however, these risks are a 

crucial context for understanding the lived experience of genAI’s increasing 

presence in education.   

 

From the standpoint of everyday teaching and learning, putting aside questions of 

copyright and intellectual property concerning who the ‘author’ or ‘owner’ of AI 

text output might be, as educators, we are faced with the reality of receiving 

submissions of student work that does not reflect a student’s capabilities or 

thinking, if it was automatically generated or edited by a genAI tool. This could be 

true of any written submission (and indeed even visual or other types of 

assessments), except, of course, if an assessment is invigilated and use of an 

internet-capable device by students is disallowed. These are, in fact, techniques 

which many educators are currently using to attempt to avoid falling into a 

situation where they receive genAI submissions that do not reflect student 

capabilities or thinking. If students submit work that doesn't reflect their 

capabilities or understanding, and teachers evaluate such work, we risk reducing 

teaching and learning to a type of educational nihilism, where teachers and learners 

are constrained by large language model interlopers in educational spaces.  If, as 
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many proponents of genAI advocate, teachers resort to these tools to create 

instructional content and assessments, or even resort to AI to assist in grading 

work, we may even realize the type of situation Popenici describes: 

 

In a dystopian academic future scenario, assessments are generated, completed, 

and graded through GenAI, culminating in an educational void where learning by 

both students and teachers is conspicuously absent (Popenici et al.., 2023). (in 

Rudolph et al., 2024) 

 

The intersection of genAI with neoliberal governmentality 

Moving from the everyday to a broader level, offers a sophisticated critique that 

includes a consideration of the impact of neoliberalism and the political economy 

of education and AI (2023).  He contends that as they are currently shaped, 

education systems are uniquely vulnerable to genAI’s disruption in terms of the 

voluntary drift toward the hollowing out of higher education in general, as 

educational institutions have embraced neoliberal managerialism and the centrality 

of high-stakes assessments above all else: 

 

The problem we have is that we are completely unprepared due to our glorifying 

of technology. The very amusing thing, and it is laughable, is that technology is 

showing us how far we are from what we should do. The risk is that we are going 

to lose our legitimacy entirely. It’s a massive challenge because we turned 

assessment into this industrial process of mass assessment, with no quality, no 

look of originality, and need of substance. This is what you have to submit; use 

citations; use good grammar, and good syntax, and you don't do massive 

mistakes. It's good to go. You graduate. You're good. It's fantastic when we turn 

the whole system to this; it's just that we lost the plot, and then it is a disgrace. 

Technology is showing us how much we are at risk. It is striking at the core of 

education. This is a consequential big problem. It’s fundamentally different. This 
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is not spell check. This is hitting the model at moment. This is going to change 

entirely what we are doing for good or for bad. […] assessment is not asking you 

to come up with anything of substance, it’s not asking you to come up with 

original ideas, God forbid. You have a the heart. It’s a spike in the heart of the 

model of education as we have it today, and it’s going to be a massive change. It’s 

truly revolutionary, not because it’s going to bring something necessarily better. It 

is revolutionary because it’s going to ask institutions: what are you actually 

doing? (Popenici et al., 2023, 323) 

 

The drift of universities toward a corporate model of education premised on mass 

inputs and outputs, as well as managerial techniques of governance - in short, the 

embrace of a corporatized, market-driven approach to education, and the 

constraining of teachers and learners inside such a system  (Lewis, 2005; Peters, 

Besley & Olssen, 2009) - is all too compatible with the impact of genAI’s fast and 

disruptive influence. In the context of neoliberal policy’s pressure to cut public 

funding for social expenditure of all kinds, many funding models are tied to 

enrolment, which brings a constraining logic of its own (ie. increasing pressure for 

higher enrolment, see Pitman, 2022). Universities are increasingly figured as 

‘innovation engines’ of a capitalist knowledge economy in neoliberal policy 

discourse (Davidson-Harden, 2010; Peters, 2003). The pull to reduce education to 

a strategic economic engine, or commodity consumed by students conceived 

through the reductive lens of homo economicus (Fleming, 2017), focusing on 

productivity, efficiency, and market outputs, is strong (Newfield, 2021). Under this 

prescriptive model for education, teachers and learners as figured as consumers 

and producers, accountable for a number of assessed products in an ‘efficiently’ 

functioning institution modelled after a business, with quantity and speed valued 

over quality and depth.  Students purchase their educational services and complete 

and produce mass-assessed products, achieve grades, and are sent on their way. 
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Postsecondary educational institutions act to enlarge themselves after the model of 

corporations in the capitalist economy, competing as entrepreneurs in valuable 

educational markets, and university educators are expected to produce and 

accumulate an ever-increasing amount of publications as ‘research products’ as 

‘value added’ to the university-as-corporation.   

 

These are among many essential features of the impact of neoliberal 

governmentalities in education, where the latter term is adopted from Foucault’s 

exploration of how individuals themselves become implicated in reproducing 

dominant discourses and ‘governing themselves’, in this case in alignment with 

neoliberal visions for how education should be framed and enacted (Ball & 

Olmedo, 2023; Peters, Besley & Olssen, 2009; Deuel, 2022).  As teachers and 

learners are constrained to govern themselves according to policies and discourse 

which help to reproduce neoliberal visions for education, right-wing voices call for 

the complete state defunding of education, with concomitant privatization (Roybal, 

2024; Friedman & Friedman, 1980).  Meanwhile, advocates of education as a 

human right have consistently pointed out the risks to equity of access involved in 

surrendering to the pressures of capitalism on schools, colleges and universities, 

under the neoliberal conception of education as a tradable commodity in a 

globalized marketplace (Tomasevski, 2005; Lerch et al., 2022; Edeji, 2024). 

 

Neoliberal governmentalities must be appreciated along with the political economy 

of neoliberal austerity policies, which advocate for the reducation of public 

funding for social services of all kinds, along with deregulation, privatization and 

commodification, while cutting taxes for the wealthiest among us and empowering 

corporations over governments (Harvey, 2005).  Altogether these movements 

comprise a program that Bourdieu once described as “the strengthening of the right 
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hand and the weakening of the left hand” of the state (Bourdieu, 1998).  With this 

context of ‘old pressures on education’ in mind, arguments and exhortations 

concerning the alleged increased efficiency and productivity genAI offers 

education may also be seen as opportunities to reduce public funding for education 

and cut costs, not least in the form of human labour.  Here the ‘new pressures’ of 

genAI integrate with the ‘older’, more consistent neoliberal pressures.  Popenici 

observes that part of the attraction to genAI’s implementation in education is 

rooted in the attraction of automation and its promise of lower labour costs, which 

of course has improved profits for corporations in various industries (2023).  As 

the rise of neoliberal discourse and policy has characterized ‘education services’ as 

a tradable commodity (Riep, 2021; Schugurensky & Davidson-Harden, 2005); and 

source of ‘competitive advantage’ in global marketplaces, it fits that neoliberal 

policy solutions would see genAI as a favourable tool for cutting public spending 

in education, through reliance on technologies to ‘streamline’ and even replace 

costly human workers in the name of ‘efficiency’ and ‘productivity’, in line with 

the neoliberal precepts of ‘new public management’ (Popenici, 2023; Olssen & 

Peters, 2005; Ball, 2016).  Given the drive to cut costs – imitating corporations in 

the capitalist economy - is perfectly understandable that advocates for neoliberal 

policy imperatives might be strong proponents of genAI’s implementation in 

education. In an important sense, neoliberal visions for education are highly 

compatible with genAI’s promise of increased ‘efficiency’ and ‘productivity’, of 

course with the overall aim of cutting costs and ‘increasing productivity’ (to ‘better 

complete in the global economy’, to use the classic refrain). 

 

What type of educational spaces does this neoliberal policy drift serve to create? 

This brings us back to the level of the idiosyncratic, as Lewis reminds us (2005), in 

terms of the lived experience of the impacts of genAI’s increasing prevalence in 
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education, at the level of teaching and learning.  Increasingly omnipresent genAI 

tools offer students (and educators!) the opportunity to essentially circumvent the 

‘messy’, deliberate and exploratory aspect of teaching and learning, if they can 

simply type a question or prompt into a genAI tool, which generates an answer for 

them. Accordingly, contemporary research literature focused on the impacts of AI 

has identified risks to students’ cognitive abilities and critical thinking skills 

arising from reliance on genAI tools (Oakley et al, 2025; Kosmyna et al, 2025; 

Cela et al., 2024; Krulaars et al., 2023; Sevnayaran & Potter, 2024; Zhai et al., 

2024; Murray & Tersigni, 2024). As one researcher puts it, “Beyond the immediate 

issue of plagiarism, there is the deeper concern that if students resort to AI 

assistance frequently, they risk depriving themselves of genuine learning 

experiences” (Revell et al., 2024, 13). In a similar vein, the MLA Joint Task Force 

on Writing and AI reported 

 

..students may miss writing, reading, and thinking practice because they submit 

generative AI outputs as their own work or depend on generative AI summaries of 

texts rather than reading. - Students may not see writing or language study as 

valuable since machines can mimic these skills (MLA-CCCC, 2023, 7).  

 

In their recent systematic review concerning “The effects of over-reliance on AI 

dialogue systems on students' cognitive abilities”, Zhai, Widowo and Li identify 

“critical thinking abilities” as “a blend of cognitive abilities and critical thinking 

dispositions, emphasizing skills such as truth-seeking, systematic evaluation, 

inference, and self-regulation in problem-solving” (Zhai et al., 2024, p. 4), and 

observe the following trends: 

 

As AI systems grow more sophisticated and their role in automated analysis 

expands, there is a risk that students may become overly reliant on these 
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technologies (Krullaars et al.., 2023). This over-reliance could lead to a range of 

issues, including diminished critical thinking (Iskender, 2023), analytical thinking 

(Ferrajão, 2020), and decision-making abilities (Pokkakillath & Suleri, 2023) 

susceptibility to AI-generated errors or AI hallucinations (Hatem et al.., 2023), 

increased instances of plagiarism (De Angelis et al.., 2023), and challenges 

related to lack of transparency (Carvalho et al.., 2019) and algorithmic biases 

(Mbalaka, 2023). Moreover, habitual dependence on AI for decision-making may 

reduce individuals’ motivation to engage in independent thinking and analysis, 

potentially leading to a weakening of essential cognitive abilities (Grinschgl & 

Neubauer, 2022) and automation bias (Gsenger & Strle, 2021). (Zhai et al., 2024, 

p. 4) 

 

This same meta-analysis also identifies trends in literature documenting negative 

impacts on students in terms of creative and critical thinking skills generally, 

stemming from reliance on genAI. Indeed, it follows logically that if teachers and 

learners deliberately avoid challenges by having a genAI tool act as a surrogate, 

accomplishing tasks for them and providing ‘fast’ answers, the result is an 

avoidance of learning, which requires critical thinking. Teachers and learners 

making this type of choice are essentially circumventing both the challenges and 

rewards of education. 

 

An analogy in the form of a thought experiment can help in understanding this type 

of situation further, in terms of the risks to a learner’s cognitive abilities or critical 

thinking skills, in relying on genAI to complete tasks for them. If a person is 

challenged with completing a set of physical exercises to become stronger or more 

healthy as prescribed by a physician, therapist or trainer, and then presses a few 

buttons and watches as a machine completes these exercises in their place, they 

certainly do not become more healthy or stronger as a result. 
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The speed of the deployment of genAI has certainly challenged educational 

systems and the people who comprise them, when it comes to reckoning with these 

growing concerns. In the midst of genAI’s rapid impacts on educational systems, 

Zhao, Widowo and Li offer a sobering account of the failure to keep ethical pace 

with the risks of genAI to teaching and learning: 

 

The adoption and over-reliance on AI dialogue systems have overshadowed 

critical ethical concerns. Issues such as the generation of inaccurate or misleading 

content, algorithmic biases, plagiarism, privacy breaches, and transparency 

concerns have not been adequately addressed (Hua et al., 2023). The tendency 

among users, including students and researchers, to overlook or minimize these 

ethical challenges is concerning. There exists a substantial gap in the academic 

discourse regarding the long-term implications of such over-reliance on AI 

systems for essential cognitive skills like decision-making, critical thinking, and 

analytical thinking. The existing literature, while acknowledging these ethical 

concerns, lacks a comprehensive analysis of their impacts or offering strategies 

for mitigating these risks. This oversight is alarming, given the potential for AI 

dialogue systems to inadvertently weaken users’ cognitive abilities by fostering an 

environment of dependency and uncritical acceptance of generated content.   

(Zhai et al., 2024, p. 7) 

 

Later on in the same article, the authors offer the following conclusions, 

contrasting genAI’s vaunted advantages of increased ‘efficiency’ with emerging 

trends around its risks to learners: 

 

Despite the undeniable advantages of AI dialogue systems in streamlining 

research processes and enhancing academic efficiency, our analysis reveals a 

concerning trend: the potential erosion of critical cognitive skills due to ethical 

challenges such as misinformation, algorithmic biases, plagiarism, privacy 

breaches, and transparency issues […] Over-reliance on AI systems can lead to 
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diminished creativity, as students in research and education might depend too 

heavily on AI-generated content, neglecting the development of their ideas and 

original thought processes. This dependency can foster complacency, making 

students less inclined to engage deeply with the material or develop essential 

problem-solving skills.” (Zhai et al., 2024, pp. 30-31) 

 

If our perspective is limited to increased productivity and efficiency, however, 

plagiarism or risks to students’ cognitive abilities and critical thinking skills may 

not be our primary concern, and this type of thinking is worrisome, indeed.  A 

missed opportunity to refine skills and think for oneself is a mere ‘externality’, as 

Milton Friedman would put it, to the more essential neoliberal goals of increased 

competition, speed, efficiency and productivity (Bakan, 2004). What is the purpose 

of education in such a context - what primary concerns do our policies express and 

attempt to enact? What, for instance, does a broadly permissive policy toward 

genAI imply about the type of education we seek to shape and facilitate? If 

secondary or postsecondary education is reduced to credit accumulation, ignoring 

the substance of the educational experience and the messy, exploratory challenges 

teaching and learning poses, what is left? As an educator currently teaching 

eLearning distance education courses in English and Social Sciences at the 

secondary level, I acutely share the concerns of another researcher and have 

experienced their effects repeatedly, and increasingly in my own practice: 

 

Perhaps the most alarming aspect of this issue is the impact on educators’ ability to 

evaluate student performance accurately. When students use AI tools, it becomes 

challenging for instructors to discern the student’s proper understanding and 

mastery of the learning material. This can mask learning deficiencies, making it 

difficult for educators to provide targeted feedback and develop necessary 

intervention strategies. Consequently, the educational process becomes less 
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effective, and the true purpose of teaching and learning is compromised. (Grassini, 

2023, 6) 

 

Some of the reports coming from students themselves in the context of current 

literature are heartbreaking in this regard: 

 

“I think it is safe to say that ChatGPT has spoiled me because it is becoming 

pretty hard for me to write a full sentence without the temptation to ask ChatGPT 

to fix it for me. Because they always use better words when you are trying to 

express.” (quote from an undergraduate student, in Chan & Colloton, 2024, 93) 

 

“Reliance on chatbots can cause students to not really understand and engage with 

the material, leading to what I consider a grey area that technically does not feel 

like cheating, but the user does not actually learn anything.” (quote from an 

undergraduate student, in Gruenhagen et al, 2024, p. 7) 

 

Another specific and heartbreaking example of these impacts comes from my 

corner of the world, the place we settlers call Canada (or that many Indigenous 

people and allies call Turtle Island).  In research surveying 3804 young people 

over 18, the accounting corporation KPMG – which positions itself as an 

enthusiastic adopter and leader in the use of AI – found in October 2025 that  

  

 More than seven in 10 Canadian students (73 per cent) now rely on generative 

artificial intelligence (AI) for their schoolwork, up sharply from 59 per cent in 

2024 and 52 per cent two years ago […] The surge in popularity poses fresh 

dilemmas for educational institutions because the research also shows that 

generative AI is being used to avoid critical thinking, with nearly half (48 per 

cent) saying that their critical thinking skills have deteriorated since they started 

using it. (KPMG, 2025) 
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Tellingly, students also reported that while their grades may have improved, 

relying on genAI meant a trade-off in terms of what Kosmyna et al (2025) term 

‘cognitive debt’:  

 

 As many as seven in 10 (71 per cent) say their grades improved after using 

generative AI. However, nearly the same number of students (66 per cent) say that 

despite getting better results, they don’t think they are learning or retaining as much 

knowledge. (KPMG, 2025) 

 

These findings from my corner of the world mirror other recent research which 

reports a trend of ‘metacognitive laziness’ in learners who depend on genAI 

characterized by a lack of substantive engagement in learning (Fan et al., 2025).  It 

stands to reason that by avoiding the work of exploring, learning and writing, that 

students may risk harm in terms of devaluation of skills, lost learning 

opportunities, and impaired critical thinking skills (Murray & Tersigni, 2024, p. 

156). Students may legitimately ask themselves - ‘why would I engage in the 

messy, hard, exploratory and mistake-laden processes and challenges of learning to 

achieve a grade, when I can have genAI do it for me, and receive a good grade?’ 

Questions about the purpose of education loom here. Popenici offers some salient 

points concerning the impact of the proliferation of genAI tools on the one hand, 

and vulnerable, mass assessment-centric educational models on the other: 

 

I did nationwide research on student motivation for learning. It turned out 

immediately that students find motivation for learning central. There is no 

surprise. There is a long literature showing that student motivation for learning is 

crucial for the quality of learning and the way they see their academic careers. In 

terms of motivation for learning, if we don't change our project of education, this 

is striking again at the core of motivation for learning. Because if you reduce 
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learning to assessment and the assessment can be outsourced by students to just 

write a sentence and think a bit about the text you have no motivation. Why 

would I do that? Why would I learn anything? Because I can just give it this AI 

solution. The kind of implications for universities are massive. (Popenici et al., 

2023, 323-4) 

 

Returning to my own professional context of secondary education, in their 

systematic mapping review, Yusuf and his co-authors note the paucity of research 

concerning the implications of genAI’s increasing impact at the primary and 

secondary levels, with the bulk of existing research focusing on tertiary education: 

 

The consequential nature of this gap becomes apparent when considering its 

implications. K-12 education serves as the bedrock for students' academic 

journeys, and the potential influence of GenAI on teaching methods, learning 

outcomes and educational experiences during these formative years is 

substantial. The lack of research in this critical area hinders the development of 

effective strategies for responsibly integrating GenAI into K-12 education and 

raises concerns about the haphazard implementation of these technologies.” 

(Yusuf et al., 2024, 26) 

 

At the same time, we see enthusiastic proponents of genAI in education embrace 

learners’ opportunity to relinquish control over their own learning by framing 

genAI’s surrogacy in completing tasks as ‘co-creation’: “In the postplagiarism era 

humans are not only consumers of information, but we are co-creators of 

knowledge together with technology” (Eaton, 2023, 3).  This type of argument is 

motivated by the sense of inevitability of the implementation and use of genAI in 

education, yet fails to reckon with the decentering of the human being from their 

own learning, and its risks.   
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In addition, the embrace of genAI by educators in their own work - whether to 

generate content or outsource the effort to search for and evaluate information, or 

even to assist with evaluation and assessment - is another distinct problematic in 

this context. Naturally, genAI impacts everyone in the context of teaching and 

learning. GenAI does indeed pose radical challenges to education, as well as 

substantial risks to students, which tend to be drowned out in the repeated choruses 

of enthusiasm for new technologies. Indeed the implications of a ‘hollowing out’ 

of the educational process described by Popenici are enormously consequential, 

and of course not just for universities, but for all levels of education. The scope of 

genAI’s impact should invite us to reflect on how we structure publicly-funded 

education, from policies around funding, right down to how curricula are 

implemented. Perhaps genAI’s ‘striking at the heart’ of a hollowed-out neoliberal 

approach to education represents a type of opportunity to challenge the vacuity of 

neoliberal and fordist prescriptions for teaching and learning. 

 

A precautionary approach to genAI and resisting neoliberal governmentalities 

It is evident that as one set of contestable ideas and policy priorities, neoliberal 

governmentalities remain active forces that seek to shape education, and that the 

increasing proliferation of genAI into educational spaces seems all too compatible 

with a neoliberal vision for education. Gerrard, Goodwin and Proctor utilize Fraser 

and Warner’s ideas of ‘publics and counterpublics’ to emphasize the contested 

nature of public discourse when it comes to education and debates about policy, as 

well as participatory education policy in particular (Gerrard et al., 2024; Fraser, 

1990; Warner, 2002). An open embrace of genAI in educational policies, seen 

through this type of perspective, interacts with neoliberal priorities for education as 

one set of imperatives for policy in public discourse, or in Fraser and Warner’s 

conception, the dominant or hegemonic ‘public’ on offer.   
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If education is reduced to ‘efficient’, ‘productive’ and fast inputs and outputs, with 

learners duly graded and ranked, as Popenici observes, systems are left vulnerable 

to genAI, which exposes the flaws of neoliberalism’s reductionist approach.  Of 

course we can expect students to choose to resort to a tool to produce text that they 

believe may guarantee a better grade, as a ‘fast’, ‘efficient’ and ‘productive’ way 

of achieving a better ranking, output and sorting.  Seen through the perspective of 

the neoliberal homo economicus, this type of decision is just another ‘rational’, 

self-maximizing choice any consumer can make in the educational ‘marketplace’ 

(Becker, 1964). From a critical perspective, however, we can appreciate the 

tendency for students to rely on genAI to prepare work - or for educators to prepare 

content - as a dilution and degradation of the entire educational process, as a series 

of missed opportunities to learn, explore and grow, precipitated by the constant 

search for fast solutions.  In policy terms, a permissive approach to genAI creates 

educational spaces where students may choose to essentially bypass the challenge 

and opportunity to explore, learn and demonstrate their capabilities independently.  

If educators opt to delegate the task of providing feedback to a genAI tool, then we 

have reached the type of dystopian situation Popenici has described. 

 

These trends should invite some careful and critical reflection on directions for 

educational policy dealing with genAI in education. Choices concerning the shape 

of policies related to genAI in education should account for their tangible impact in 

terms of constraining possibilities and structuring teaching and learning. Rather 

than tilt toward openly permissive policy approaches to student use of genAI in 

educational contexts, for example, recognition of the substantial risk of harm to 

students’ cognitive and critical thinking abilities stemming from reliance on genAI 

tools calls for a precautionary approach. As long as there exists even potential risk 

of harm to students as a result of the use of genAI to prepare submissions, as 
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educators and educational policymakers we are doing students a disservice in 

embracing an openly permissive approach to the use of genAI in education.  

Further, policy development around genAI use in education ought to be as 

participatory and open as possible (Gerrard et al., 2024), in order to construct 

policy with as much attention as possible to the professional judgement of 

educators, whose practice is at the center of teaching and learning.  Policies 

developed behind closed doors, or with limited participation from educators in 

terms of participation in policy development and review (for example, restricted to 

genAI enthusiasts), ignore the lived experience and perspective of those most 

responsible for education.  When such in camera approaches to policy result in an 

overall stance which embraces genAI in education rather than respecting the 

professional judgement and autonomy of educators, we lessen educators’ 

capability to structure educational spaces that protect and nurture opportunities for 

development of students’ independent skills to explore, think, write, create and 

reflect on themselves and their worlds.  While educators are of course a 

heterogeneous group with varying views on genAI, we may be the last line of 

defense against the real risk of harm to students who are generally encouraged in 

the use of genAI by a technology-embracing policy stance.   As such, though 

educators are immersed in discourses and publics which promote its benefits in 

line with neoliberal governmentalities, we also have the agency to resist these 

discourses in our work (Ball & Olmedo, 2023).  A participatory approach to policy 

around genAI which centers the experiences of teachers and learners – and not 

only the technology’s enthusiasts, but also those mindful of its risks – has the 

promise of articulating a type of ‘counterpublic’ (Fraser, 1990, p. 67) which both 

resists neoliberal governmentality, and affirms teaching and learning as a process 

of the nurturing and growth of independent skills to think, write and create.  Such a 

counterpublic is crucial as a response to the currently ‘dominant public’ of blind 
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technology acceptance.  Centering the experiences of teachers and learners in 

policymaking around genAI is essential in considering its capability to obviate 

human-centered teaching and learning, and facilitate missed opportunities to learn 

and grow.  A counterpublic is needed to challenge the vision promoted by 

educational leaders, administrations and government consultants who champion 

permissive or generally enthusiastic policies concerning genAI behind closed 

doors.  When policies created under these conditions make passing references to 

insubstantial ‘guardrails’ without considering ethics and risks, and celebrating 

genAI’s potential to ‘accelerate’ learning by making it ‘efficient’ and ‘productive’, 

their authors are ‘speaking’ and performing neoliberal discourse (Ball, 2013).  

Such policies represent one type of imperative for education policy which deserves 

to be interrogated and resisted.   

 

The slow alternative to ‘fast’ solutions 

One potential ‘counterpublic’ to current enthusiasm for ‘fast’, genAI-driven 

education can be found in the idea of ‘slow education’. Emerging from critiques of 

capitalist ‘fast food’ practices rooted in the ‘slow food’ movement (Petrini, 2003), 

the idea of slow teaching and learning embraces the complex, exploratory and 

long-term nature of the educational process, with a focus on meaningful 

experiences not constrained by the drive for standardization, efficiency or 

assessment-centric educational spaces focused on speed and intensification (Jukić, 

2022; Rink, 2025; Schick & Timperley, 2024).  Most articulations of ‘slow 

education’ in response to the drive toward speed and neoliberal governmentalities 

have emerged from universities, where scholars and educators continue to grapple 

with increased corporatization and the lived experience of these discourses 

(Gearhart & Chambers, 2018; Berg & Seeber, 2016).  In addition to responding to 

the shocks of neoliberal intensification and degradation of working conditions in 
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academia, many scholars articulate their observations on the usefulness of slow 

approaches in the context of the disruptions of the COVID-19 pandemic and its 

aftermath, with its additional effects of hurrying teachers and learners into 

‘accelerated’ online learning (Shick & Timperley, 2024; Rink, 2025).  

Increasingly, the neoliberal drive to accelerate education has prompted a reaction 

emphasizing slowness.  Schick and Timperley point out that  

 

Slow scholarship and slow pedagogy are not novel ideas in the academy, though 

their uptake remains partial and tentative, in part due to incentive structures that 

prioritise efficiency, quantity and outputs (223). 

   

Along with others (Collett et al, 2018), these authors promote slowness as a 

reflective practice grounded in an ethic of care:  

 

Care-full learning therefore often requires slowing down and focusing less on 

efficiency or ‘outputs’ to instead spend quality, meaningful time in relationship 

with others and to being present ‘in the now’ (Shick & Timperley, 2024, p. 226).  

 

Rink echoes and expands on these types of principles by emphasizing the care and 

relationality of a slow movement for teaching and learning project undertaken at 

his university:  

 

Slow teaching is a nascent movement forwarded by scholars who seek to imbue 

their teaching with attentiveness, deliberation, thoughtfulness, and open-ended 

inquiry. Slowness in this pedagogical stance is not synonymous with decreased 

velocity or curtailed curricula. Rather, Slow teaching seeks to foster relationships. 

(Rink, 2025, p. 519) 

 

Drawing on Leibowitz and Bozalek’s characterization of slow teaching and 
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learning, Rink emphasizes that in addition to stressing relationality in educational 

spaces, ‘slow’ principles focus on care, attentiveness and exploration:  

 

Firstly, it is very important to realise that ‘Slow’ has nothing to do with 

slowness/speed or duration, as Petrini, the originator of the Slow Food Movement, 

made explicit.  Rather it is about attentiveness, deliberation, thoughtfulness, open-

ended inquiry, a receptive attitude, care-fullness, creativity, intensity, 

discernment, cultivating pleasure, and creating dialogues between the natural and 

social sciences. The emphasis is quality rather than quantity, depth of engagement 

and a willingness to engage across differences of discipline and ideas. (Leibowitz 

& Bozalek, 2018, p. 983) 

 

Here slow education is articulated as a deep and rich sense of exploration and 

connection, which above all requires the structure and opportunity of dedicated 

time and space.  Slowness captures the idea that learning should not be accelerated, 

that making connections and exploring our world is not a ‘quick fix’, but an 

experience to be savoured and valued.  When institutional education systems cram 

more students into classes and increase teacher-student ratios, thus restricting the 

opportunities for meaningful interactions (OECD, 2025), we are challenged to 

articulate models for educational spaces that might nurture meaningful 

interactions, rather than fast, mass throughputs.   

 

Rink characterizes slowness in teaching and learning as an authentic and 

participatory pedagogical stance, rooted in reflective practice literature in teaching 

and learning (2025, pp. 524-5).  Encouraging deliberate and open-ended 

opportunities for reflection as a part of the educational process offers an 

opportunity to ‘decelerate’ and create space for careful thought and meaning-

making.  A survey of educators involved in a project around slow teaching and 
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learning Rink helped to facilitate represents slow methods in the following way: 

“1. The goal of Slow teaching is to promote reflection, connection to lived worlds, 

and deep learning... 2. Slow teaching is also meant to foster relationships” (2025, 

pp. 527-8).  With genAI in mind, we might add that relationality must be centered 

on human relationships, and not specious notions of ‘personalized’ learning 

facilitated by human interactions with large language model chatbots.  The 

argument that genAI facilitates ‘personalized learning’ is ubiquitous, yet assumes 

the removal or decentering of human interaction, defining ‘personalization’ on the 

basis of interaction with large language model chatbots.  As such technologies 

have become increasingly popular and widespread, we must remember the 

sometimes disastrous and disturbing results when chatbots are used as a surrogate 

for real human interactions, with consequences beyond lost learning opportunities 

and algorithmic bias, including mental health (Chatterjee, 2025). 

 

While a full consideration of ideas and strategies for slow teaching and learning is 

beyond the scope of this article, keeping the principles of slowness in mind helps 

us envision possibilities for educational spaces which promote the type of messy, 

deliberate and exploratory teaching and learning opportunities which resist 

neoliberal pressures.  Such practices hold the promise of articulating a vision for 

education that is not so vulnerable or beholden to genAI’s fast solutions and risks. 

At the instructional level, a slow approach to education might emphasize 

structuring decelerated educational spaces and interactions that resist regimes of 

accountability and performance, or the relentless ranking and sorting that typify 

mass education currently (Jukić, 2022). A slow approach values the centrality of 

exploration and relational human interaction necessary to cultivate experiences of 

joy and curiosity in teaching and learning, as opposed to the ‘fast’ model of 

acclerated mass inputs and outputs, managerial accountability and performance 
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regimes, economistic reduction of education to products – whether considered as 

assesements, students, or accelerated graduation rates.  Jukić observes the tension 

between a slow approach and a competency-based curriculum that strives for 

homogeneity and standardization, including standardized tests and assessments 

(2022). Educational systems characterized by mass, fordist-style delivery of 

discrete courses for credit, with students to be ranked and sorted according to their 

grades on assessments, are vulnerable to genAI as an opportunity to essentially 

circumvent opportunities for teaching and learning.  At the secondary level, the 

pressure to push students through systems is also uniquely vulnerable to genAI - if 

it might be perceived as aiding in improving ‘credit accumulation’ and graduation 

rates, powerfully driving metrics in school administration and governance.  

 

A slow standpoint for considering the purpose of education is also consistent with 

Freire’s goal and hope of education facilitating ‘conscientization’, the growth of a 

critical consciousness in an individual, and their capacity to reflect and act upon 

their world (Freire, 1968; Schurugensky, 2011). If hegemonic policy discourse is 

centered on the ‘public’ (again, in Fraser and Warner’s terms) of enthusiastic 

acceptance of genAI and ‘fast’ education, such a situation calls for critical counter-

narratives and ‘counterpublics’ that question the type of teaching and learning that 

‘fast’, neoliberal and genAI-suffused educational policies and systems lead to. As 

educators interested in resisting neoliberal governmentalities for education, it is 

incumbent on us to create and nurture practices that embrace education as a 

potentially transformative space (Schugurensky, 2002). 

 

Questions and possibilities: Re-centering education as human and slow 

GenAI’s compatibility with a neoliberal vision and its governmentality in 

education - along with its risks to students in terms of circumvention of learning 
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and the miseducation that entails - should invite us to pause and consider 

alternatives. What would an educational system freed from neoliberal 

conditionalities and constraints look like, and what might it be like to teach and 

learn within it?  What kinds of well-funded and adequately staffed, slow, dialogical 

and rich, experiential and exploratory spaces might we construct?  How can we as 

educators support one another and students in moving toward slow education as a 

counterpublic response to neoliberalism?  Even further, as genAI exposes the fault 

lines of vulnerability in prevailing educational systems, it is incumbent on us to 

consider possibilities beyond assessments, credit accumulation, ranking and sorting 

- the institutional constraints we find ourselves working within as educators and 

school administrators.  We are faced with many possibilities and many questions.  

What can educational spaces centred on slow experiences for humans look like?  

Has genAI’s disruptive arrival effectively ‘deschooled’ (Bartlett & Schugurensky, 

2020) aspects of institutionalized mass education by offering the prospect of 

obviating human teaching and learning?   ‘?  How can existing educational 

institutions accommodate acts of resistance to neoliberal governmentalities and 

‘fast’ education, and how might we enact a counterpublic that embodies the values 

of slow education?   Can ‘slow’ approaches offer us opportunities to maintain the 

transformative potential of education, in Freirean terms?  How might we reframe 

education so that to a student, education offers the opportunity to learn in rich, 

deep and reflective ways, as opposed to a frenetic, crammed race to a finish line?  

How can we articulate education as an opportunity to explore and expand our 

thinking, rather than as neoliberalism or human capital theory would frame it - the 

opportunity to maximize our economic self-benefit by consuming a service, and be 

accordingly evaluated, ranked and sorted? 

 

I for one hope that conversations around policies relating to genAI in education can 
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see past the blind enthusiasm for the technology visible in so many quarters, not 

least in the ‘edupreneurial’ sector, evident in hyperbolically enthusiastic 

proponents of the technology, who are often consultants and consulting firms 

seeking to profit from providing enthusiastic advice to institutions and school 

districts concerning the promises of genAI (eg., Advanced Learning Partnerships, 

2024; Fitzpatrick et al., 2023). To the fullest extent possible, the development of 

policies ought to include the full range of perspectives from educators, who are at 

the centre of these changes - and not just educators who enthuse about genAI or 

embrace the status quo, but also those who are critical of its impact and 

implementation. Policies should also crucially allow educators the choice as to 

whether to allow or proscribe genAI use. A precautionary approach calls for us 

ultimately to slow down with respect to genAI - not only with respect to its 

incorporation in our classrooms, but in terms of articulating policies that serve to 

govern and shape students, educators and ultimately society in general. 
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